Crossmodal representation of a functional robotic hand arises after extensive training in healthy participants
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A B S T R A C T

The way in which humans represent their own bodies is critical in guiding their interactions with the environment. To achieve successful body–space interactions, the body representation is strictly connected with that of the space immediately surrounding it through efficient visuo-tactile crossmodal integration. Such a body–space integrated representation is not fixed, but can be dynamically modulated by the use of external tools. Our study aims to explore the effect of using a complex tool, namely a functional prosthesis, on crossmodal visuo-tactile spatial interactions in healthy participants. By using the crossmodal visuo-tactile congruency paradigm, we found that prolonged training with a mechanical hand capable of distal hand movements and providing sensory feedback induces a pattern of interference, which is not observed after a brief training, between visual stimuli close to the prosthesis and touches on the body. These results suggest that after extensive, but not short, training the functional prosthesis acquires a visuo-tactile crossmodal representation akin to real limbs. This finding adds to previous evidence for the embodiment of functional prostheses in amputees, and shows that their use may also improve the crossmodal combination of somatosensory feedback delivered by the prosthesis with visual stimuli in the space around it, thus effectively augmenting the patients’ visuomotor abilities.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The absence of a limb, whether acquired or congenital, dramatically limits our interactions with the outside world. In the rehabilitation of people who either underwent limb amputation or suffer from congenital limb deficiency (complete or partial absence of a limb since birth; Gold, Westgate, & Holmes, 2011), the use of artificial and prosthetic limbs plays a leading role (Fraser, 1998). Although these technological supports are often capable of replacing some functions of the absent limb, they sometimes provide imperfect solutions (e.g., Murray, 2004).

Medical communities working with people who use prostheses often point out the need to transform the feeling relative to an artificial limb from that of an “inert supplement” or an “extra-corporeal structure” into that of an incorporated, comfortable and efficient body part (Scarry, 1994). In this regard, some intriguing results have recently been obtained after the development of functional prostheses. Using the exciting technique of targeted reinnervation (see Kuiken (2006), for review), patients can control the movements of a robotic prosthesis as well as receive somatosensory feedback from it through redirected peripheral nerves that once mapped the territory of the missing limb (Kuiken, Dumanian, Lipschutz, Miller, & Stubblefield, 2004). On the sensory side, a sense of touch has been implemented by using a robotic tactile interface (GIo tact) that is connected to a skin region innervated by redirected nerves (Marasco, Kim, Colgate, Peshkin, & Kuiken, 2011). In this way, when the reinnervated skin receives any input from the prosthesis, amputees experience a sensation comparable to a realistic stimulation of the absent limb (Marasco, Schultz, & Kuiken, 2009). Moreover, the same group (Marasco et al., 2011) reported that two amputees who underwent targeted reinnervation had developed a sense of ownership (devignemont, 2007) towards the artificial supplement as assessed by means of several concurrent independent measures (self-report of patients’ sensations during the experiments, questionnaires, psychophysical temporal order judgements, physiological temperature measurements). A very recent technical development in this line of research has been also reported by Micera (2013), whose low-
invasive *intraneural electrodes* system allows amputees to re-establish a bidirectional flow of information between the subject’s nervous system and the prosthetic device, thus ideally promoting the acceptance of the prosthesis itself as a body-like part.

The above evidence nicely shows that an artificial limb can be felt as part of one’s own body after appropriate and congruent sensory stimulation. Conversely, the lack of sensory feedback of less evolved kinds of prostheses, such as myoelectric devices, is often reported as a major drawback, which dramatically limits the usability and the acceptance of the prosthesis by the patient (see Lundborg and Rosen, 2001, for a review). Then, the capability of providing a reliable sensory feedback undoubtedly represents a major advancement towards the goal of prosthetics users acquiring a representation as close as possible to a regular body part. However, a complementary, yet critical, proof of prostheses being represented as a real limb would be the integration of such tactile feedback information from the prosthesis with visual information available in the space surrounding the body.

A large body of evidence has shown that body representation is strictly linked with that of the space immediately surrounding it, the so-called *peripersonal space* (Fogassi et al., 1996), through the strong integration of multisensory input, in particular tactile stimuli on the skin and visual stimuli in the space close to the touched skin (Ladavas & Farnè, 2004; Maravita, Spence, Kenneth & Driver, 2002). This has been confirmed at the neural level in monkeys by the discovery of bimodal neurons responding to tactile stimuli on a given skin region and nearby visual stimuli (Graziano, Yap, & Gross, 1994; Graziano, 1999; Iriki, Tanaka & Iwamura, 1996), as well as in humans, by means of neuroimaging studies (Macaluso & Driver, 2001; Macaluso, Frith, & Driver, 2002).

Similar to a real limb, which shows crossmodal integration of stimuli occurring in the space immediately surrounding it, crossmodally-represented prostheses should efficiently integrate tactile input with visual stimuli occurring in their surrounding space, in order to allow optimal manipulative skills. To the best of our knowledge, however, such evidence is still lacking.

In the present study, we aim to address whether ad-hoc training with a functional prosthetic hand in normal subjects can lead to the acquisition of properties which are typical of real limbs, namely, the crossmodal combination of visuo-tactile events occurring close in space. Remarkably, this feature is strictly linked with the sense of ownership (Zopf, Savage, and Williams, 2010), as both are fundamental aspects of the representation of the body in the brain (Berlucchi & Aglioti, 1997, 2010).

At behavioral level, crossmodal spatial interference paradigms (e.g., Spence, Pavan, & Driver, 2004) have been extensively used for the last decade to investigate interactions between vision and touch in close proximity to the body. In particular, the so-called *crossmodal congruency effect* (CCE; Driver & Spence, 1998; Spence, Pavan, & Driver, 2004) is probably one of the most widely used measures for assessing visuo-tactile spatial interactions (Pavan, Spence & Driver, 2000; Spence, Pavan, & Driver, 2004; Spence, Pavan, Maravita & Holmes, 2004). In this paradigm, participants perform an elevation discrimination of a tactile target delivered at the index (i.e., in a relatively “upper” position) or thumb fingers (i.e., in a relatively “lower” position), while ignoring concurrent visual distracters (see “Materials and methods” section for a detailed description). It is typically found that congruent stimuli pairs (target and distracter at the same elevation) produce faster response times and higher accuracies than incongruent pairs (target and distracter at the different elevations).

The visuo-tactile interference typically observed in this paradigm is thought to be mediated by multiple components, namely, response-related factors such as conflict due to the involuntary activation of the motor response associated with the distracter on incongruent trials (Forster & Pavone, 2008; Spence, Pavan, & Driver, 2004; Shore, Barnes, & Spence, 2006), as well as attentional and perceptual-related factors (Shore et al., 2006; Spence, Pavan, & Driver, 2004; see also discussion in Marini, Chelazzi, and Maravita (2013)). Given that this paradigm relies on multiple mechanisms at different stages of processing of crossmodal stimuli, it is an ideal candidate for assessing the multisensory properties of the space around the body (Spence et al., 2004b).

Even more intriguingly, the crossmodal congruency task has been also related to the sense of ownership of an external limb, as recently demonstrated by Zopf et al. (2010). In their study, the visuo-tactile interference of CCE was examined in conjunction with another well-known visuo-tactile conflict paradigm, the so-called *rubber hand illusion* (RHI) (Botvinick & Cohen, 1998). In the RHI, normally limbed participants receive unseen touches on a hand, while observing synchronous visual strokes delivered to a rubber hand placed in front of them. Participants typically refer the sensation of touch to the location where it is seen, as if their real hand were shifted inside the rubber hand (see also Mulvey, Fawkner, Radford, & Johnson, 2008 for a similar illusion induced through using transcutaneous electrical nerve stimulation). Interestingly, in the study by Zopf and colleagues, a direct relationship between the rubber-hand illusion and the CCE has been established. An increase in the sense of ownership towards the rubber hand, as indexed by the magnitude of the illusion (assessed on a multi-dimensional rating-scale), was associated with a larger CCE, while a diminished sense of ownership after asynchronous stimulation was associated with a smaller CCE (Zopf et al., 2010).

Given the aforementioned evidence, the crossmodal congruency effect clearly represents a good measure to assess whether a prosthetic limb might acquire one of the most prototypical and representative features of a real limb, i.e. the multisensory reintegration of its surrounding space as a clue for its incorporation in the body representation. Compared to an alien rubber hand, however, a prosthetic limb is by far a more complex object and requires an extensive and active practice before participants are able to efficiently use it. A critical difference between the rubber hand paradigm and our experiment regards spatial remapping. The tactile sensation experienced by participants when using the prosthetic limb, as compared to the rubber hand, implies a differentiation and a remapping of spatial positions on the arm (see Materials and methods section for further details). Along with the training with the prosthetic subjects need to learn a novel spatial correspondence between the vision of the stimulated robot hand fingers and the tactile sensation on their right arm. Given this substantial difference, it appears reasonable to expect that a more extensive training is required and different mechanisms come into play for a prosthetic limb before it starts acquiring a multimodal representation similar to a real limb.

In this regard, we reasoned that the process of crossmodal embodiment of the prosthetic limb might further benefit from an ecologically valid training oriented towards everyday activities; therefore we decided to use a training which includes the use of common objects and their manipulations typically performed in real-life situations. This idea nicely fits with recent evidence showing that the observation of pictures representing manipulable objects (e.g., a toothbrush), as compared to non-manipulable objects, resulted in an automatic remapping of peripersonal space (Van Elk & Blanke, 2011). This may happen because the observation of a manipulable object automatically retrieves the motor programs and body postures associated with actual object-use, thus facilitating crossmodal integration in peripersonal space.

In the present study, we measured the CCE aiming to assess whether the crossmodal representation of normally limbed participants’ peripersonal space is modified after practicing in a skillful way with a robotic hand over a 4-week long, ecologically-oriented training period (Experiment 1). The robotic hand was equipped...
with built-in tactile sensors, positioned on each finger and on the palm, providing the participants with tactile feedback on their arm via cutaneous electrodes. We hypothesized that as a consequence of the motor training, the tactile stimuli delivered at the arm should start being referred to the fingers of the robotic hand where the tactile sensors were placed in a fashion reminiscent of targeted reinnervation (Kuiken, Marasco, Lock, Harden, & Dewald, 2007). Assuming this to be true, tactile stimuli delivered on the arm should show a crossmodal interference with visual stimuli delivered to the fingers of the robotic hand as if they were actually close to the real hand of the participant. Such evidence would show that the robotic hand has acquired multisensory competences akin to that of a real hand.

Finally, we ran a control experiment (Experiment 2) in which we shortened the training period to a single-shot session in order to rule out the possibility that results of Experiment 1 were due to a transient and dynamic change in the crossmodal representation of peripersonal space, similar to that typically observed in the RHI. If the modulations of the crossmodal representation of the robotic hand were due to rapid-onset processes, akin to those underlying the RHI, then in Experiment 2 we should observe a CCE for right-sided targets even after a single training session. Our accessory hypothesis is that changes of crossmodal properties of a functional prosthesis are not observed after a single exposure session and thus occur through differently timed processes as compared to the induction of the RHI.

2. Materials and methods

2.1. Experiment 1

2.1.1. Participants

Eight subjects (mean age ± standard deviation: 26.2 ± 3.4 females, 8 right-handed) participated in this experiment. Six of them participated in the experiment at the University of Zurich and the remaining two at University of Milano – Bicocca. All participants had normal or corrected-to-normal vision, were naive as to the objective of the study and gave their informed consent to take part in the study. The study was approved by the ethical committees of the University of Zurich and the University of Milano – Bicocca, and it was conducted in accordance with the Declaration of Helsinki (World Medical Organization, 1996).

2.1.2. Experimental procedure

The experiment started with a measure of visuo-tactile interference by means of a single session of the crossmodal congruency task (see Section 2.1.4 for the description of the apparatus and procedure). In this session we collected the pre-training data of visuo-tactile interference. Then each participant started performing a daily training session with the robot hand for 20 days across the next 4 weeks (see paragraph 2.1.3 for details about the training procedure). Immediately after the completion of the twentieth training sessions, participants performed again the crossmodal congruency task. These data constitute the post-training data of visuo-tactile interference. Then each participant started using the robot hand and performing simple grasp-and-release actions with different objects, such as a ball and a can (see Fig. 1). Along the training, task difficulty was progressively increased. Examples of more complex exercises are grasping and holding an object, and grasping moving objects (e.g., a ball rolling towards the hand). The final part of each training session included activities requiring a subtle control of both the robot hand and the subject’s left hand, such as threading a needle, and turning the screw cup of a jar. A detailed description of training tasks and protocol is reported in Table 1.

2.1.3. Pre-training and post-training sessions: apparatus and procedure

The experimental apparatus for both the pre- and the post-training testing sessions consisted of a vertical panel in which two foam blocks (8 cm × 5 cm × 3 cm) were fixed to the left and the right side of a central fixation point, at a lateral distance of 20 cm. Experimental subjects sat in front of the vertical panel with their eyes at a distance of 60 cm from the central fixation point. They placed their forearms on the table. With their left hand, they held the block on the left, keeping the index finger on the upper vibrotactile stimulator and the thumb on the lower stimulator. For the training session, the right forearm was occluded from view by means of a horizontal panel, over which the robot hand rested. The robot hand was positioned such as to grasp the right-side foam block, with the thumb on the bottom and the index on the upper part of the block, i.e., mimicking the spatial position of the homologous fingers of the participant’s left hand. Two vibrotactile stimulators (custom-made electromagnetic solenoids, Heijo Electronics, London, UK; www.heijo.com) were embedded in the left-side foam block, at the top and bottom of the outside edge, thus making contact with the index finger and thumb of the left hand, respectively. Two further identical stimulators were placed on the subject’s right arm in two positions, one above the other, at a distance of about 10 cm apart. The two tactile sensations corresponded exactly to the position of the homologous fingers of the participant’s left hand. Along the training, task difficulty was progressively increased. Examples of more complex exercises are grasping and holding an object, and grasping moving objects (e.g., a ball rolling towards the hand). The final part of each training session included activities requiring a subtle control of both the robot hand and the subject’s left hand, such as threading a needle, and turning the screw cup of a jar. A detailed description of training tasks and protocol is reported in Table 1.

2.1.4. Pre-training and post-training sessions: apparatus and procedure

The experimental apparatus for both the pre- and the post-training testing sessions consisted of a vertical panel in which two foam blocks (8 cm × 5 cm × 3 cm) were fixed to the left and the right side of a central fixation point, at a lateral distance of 20 cm. Experimental subjects sat in front of the vertical panel with their eyes at a distance of 60 cm from the central fixation point. They placed their forearms on the table. With their left hand, they held the block on the left, keeping the index finger on the upper vibrotactile stimulator and the thumb on the lower stimulator. For the training session, the right forearm was occluded from view by means of a horizontal panel, over which the robot hand rested. The robot hand was positioned such as to grasp the right-side foam block, with the thumb on the bottom and the index on the upper part of the block, i.e., mimicking the spatial position of the homologous fingers of the participant’s left hand. Two vibrotactile stimulators (custom-made electromagnetic solenoids, Heijo Electronics, London, UK; www.heijo.com) were embedded in the left-side foam block, at the top and bottom of the outside edge, thus making contact with the index finger and thumb of the left hand, respectively. Two further identical stimulators were placed on the subject’s right arm in two positions, one above the other, at a distance of about 10 cm apart. The two tactile sensations corresponded exactly to the position of the homologous fingers of the participant’s left hand. Two vibrotactile stimulators (custom-made electromagnetic solenoids, Heijo Electronics, London, UK; www.heijo.com) were embedded in the left-side foam block, at the top and bottom of the outside edge, thus making contact with the index finger and thumb of the left hand, respectively. Two further identical stimulators were placed on the subject’s right arm in two positions, one above the other, at a distance of about 10 cm apart. The two tactile sensations corresponded exactly to the position of the homologous fingers of the participant’s left hand. Two vibrotactile stimulators (custom-made electromagnetic solenoids, Heijo Electronics, London, UK; www.heijo.com) were embedded in the left-side foam block, at the top and bottom of the outside edge, thus making contact with the index finger and thumb of the left hand, respectively. Two further identical stimulators were placed on the subject’s right arm in two positions, one above the other, at a distance of about 10 cm apart. The two tactile sensations corresponded exactly to the position of the homologous fingers of the participant’s left hand. Two vibrotactile stimulators (custom-made electromagnetic solenoids, Heijo Electronics, London, UK; www.heijo.com) were embedded in the left-side foam block, at the top and bottom of the outside edge, thus making contact with the index finger and thumb of the left hand, respectively. Two further identical stimulators were placed on the subject’s right arm in two positions, one above the other, at a distance of about 10 cm apart. The two tactile sensations corresponded exactly to the position of the homologous fingers of the participant’s left hand.
Participants gave speeded elevation discrimination responses to the vibrotactile targets, while ignoring the distracters. Vocal reaction times (RT) were recorded with a precision microphone (Shure Europe GmbH, Eppingen, Germany) plugged into a response box equipped with voice key (Psychology Software Tools, Inc.) and accuracies (Acc) were manually collected by the experimenter (Gallace, Soto-Faraco, Dalton, Kreukniet, & Spence, 2008).

2.2. Experiment 2

2.2.1. Participants

Eight new subjects (mean age ± standard deviation: 25 ± 7.8, 5 females) all right-handed, as assessed through self-report, were recruited at University of Milano – Bicocca. All participants had normal or corrected-to-normal vision, were naive as to the objective of the study, and gave their informed consent to take part in the study. The study was approved by the ethical committee of the University of Milano – Bicocca and it was conducted in accordance with the Declaration of Helsinki (World Medical Organization, 1996).

2.2.2. Procedure

The design of this control experiment was identical to the one used in Experiment 1, with the only exception being that the subjects were engaged in one training session only, of a duration of around one hour and a half, between the pre-training and the post-training testing sessions.

2.2.3. Aim of Experiment 2

The aim of this experiment was to test the hypothesis that crossmodal modulations of the space immediately surrounding the robot hand do not occur after a single training session and thus substantially differ from the dynamics of

Table 1

<table>
<thead>
<tr>
<th>Task</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Participants should report the perceived location of the tactile feedback on their right arm (up/down) while the experimenter touches robot hand’s fingers.</td>
</tr>
<tr>
<td>B</td>
<td>Participants should hold and release a ball with the robot hand repeatedly for 120 s.</td>
</tr>
<tr>
<td>C1</td>
<td>Participants should report which finger of the robot hand (index or thumb) is touched by the experimenter (with open eyes).</td>
</tr>
<tr>
<td>C2</td>
<td>Participants should report which finger of the robot hand (index or thumb) is touched by the experimenter (with closed eyes).</td>
</tr>
<tr>
<td>D</td>
<td>Participants should hold and release a ball with the robot hand as quickly as possible for 30 s.</td>
</tr>
<tr>
<td>E1</td>
<td>Participants should grasp an object (ball or can), hold it for 10 s, and then release it in the experimenter’s hands.</td>
</tr>
<tr>
<td>E2</td>
<td>Participants should grasp an object (ball or can), hold it for 10 s, and then release it in their own left hand.</td>
</tr>
<tr>
<td>F</td>
<td>Participants should grasp an object (ball or can), hold it for 10 s, and then slowly release it on the table.</td>
</tr>
<tr>
<td>G</td>
<td>Participants should grasp an object (ball or can) and hold it as long as possible (up to 120 s).</td>
</tr>
<tr>
<td>H</td>
<td>Participants should grasp an object (ball or can) and release it in their own left hand as many times as possible for 60 s.</td>
</tr>
<tr>
<td>I</td>
<td>Participants should grasp an object (ball or can) and hold it three times (for 5, 10 and 15 s).</td>
</tr>
<tr>
<td>J</td>
<td>Participants should catch an object (ball or bottle) dropped from above before it touches the table (30 repetitions).</td>
</tr>
<tr>
<td>K</td>
<td>Participants should catch a plastic glass either dropped from above or thrown from a lateral position (10 repetitions).</td>
</tr>
<tr>
<td>L</td>
<td>Participants should insert a parallelepiped (either small or big) in a large ring shape (5 repetitions).</td>
</tr>
<tr>
<td>M</td>
<td>Participants should screw the cap of a jar (5 repetitions).</td>
</tr>
<tr>
<td>N</td>
<td>Participants should thread a needle as if to sew (5 repetitions).</td>
</tr>
<tr>
<td>Day Tasks</td>
<td></td>
</tr>
<tr>
<td>1–2</td>
<td>A–B–C1–C2–D–E1–E2–C1–C2–D</td>
</tr>
<tr>
<td>3</td>
<td>A–B–C1–C2–D–E1–E2–F–G–C1–C2–D</td>
</tr>
<tr>
<td>9</td>
<td>A–B–C1–C2–D–F–I–L–K–C1–C2–D</td>
</tr>
<tr>
<td>11</td>
<td>A–B–C1–C2–D–F–H–M–C1–C2–D</td>
</tr>
<tr>
<td>12</td>
<td>A–B–C1–C2–D–G–I–H–N–C1–C2–D</td>
</tr>
<tr>
<td>14</td>
<td>A–B–C1–C2–D–G–I–H–N–C1–C2–D</td>
</tr>
</tbody>
</table>

Fig. 1. The upper panel schematically depicts the experimental setup. The participant’s left arm is positioned on a table, while his right arm is positioned below an opaque screen in correspondence with the robotic hand. Green diamonds indicate the position of the tactile stimulators: those on the arm (right-side) delivering tactile stimuli during the training (1) afference from fingers 2–5 and from the palm; (2) afference from the thumb); those on the foam cube (left-side), delivering tactile stimuli during the crossmodal congruency test (1) position of the index; (2) position of the thumb). Red circles represent visual distracters during the crossmodal congruency test. The middle and lower panels are illustrative pictures from one training session, where the subject is required to perform exercises such as passing a ball between the robotic and the real hand (middle panel) and grasping an empty can with the robotic arm (lower panel). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
induction of the RHI. In particular, we predict that the spatial remapping does not occur after a single training session. We expect to see no CCE on the right side both in the pre- and in the post-training session.

2.3. Analysis

RTs were filtered to eliminate outliers, i.e. responses below 150 ms (anticipatory responses) or exceeding 1500 ms (delayed responses). On average 3.9% of all trials met these criteria and were then excluded from analysis. Accuracy and RT values were used to calculate the inverse efficiency (IE) score (Townsend & Ashby, 1983), which constitutes the main dependent measure of these experiments. Inverse efficiency (defined as the ratio between the mean RT and the proportion of correct responses) allows adjusting for speed-accuracy trade-offs. Since it offers a more reliable measure of performance in tasks where both speed and accuracy index performance, inverse efficiency has been extensively used in previous studies that used the crossmodal congruency paradigm (e.g., Holmes et al., 2006; Heed, Habets, Sebanz, and Knoblich 2010; Marini et al., 2013). The crossmodal congruency effect was calculated on IE scores by subtracting congruent from incongruent conditions (CCE = Inc−Cong). In order to normalize the single-subjects data, in the correlation analysis CCE values were corrected by dividing the Incongruent−Congruent difference by their sum [i.e., CCE=(Inc−Cong)/(Inc+Cong)].

Statistical comparisons were conducted by means of repeated-measure analyses of variance (ANOVA). Two separate ANOVAs with a within-subjects 2 × 2 factorial design was conducted for each experiment. When significant effects emerged in an ANOVA, the effect size was computed by calculating the eta-squared index. Post-hoc comparisons, when appropriate, were conducted with the LSD-Fisher test. Statistical analyses were performed using Statistica for Windows, release 6.0 (StatSoft Italia SRL).

3. Results

3.1. Experiment 1

The first ANOVA aimed to evaluate the occurrence of a significant CCE, defined as the difference in IE values between incongruent and congruent conditions, on the real hand (left side) in the pre-training session. In fact, the presence of a standard CCE is a pre-requisite in order to subsequently use it as a reliable measure of subjects’ performance following the training. In this 2 × 2 × 2 ANOVA we used as main factors, side of the tactile target stimulus (left, right), relative side of the visual distracter with respect to the target (same, opposite), and congruency between tactile and visual stimuli (congruent, incongruent). The main factor congruency was significant [F(1,7)=10.512, p<.05, η²=0.182], with incongruent target–distracter pairs eliciting more interference than congruent pairs (mean IEs: 621 ms and 676 ms, respectively). Also the relative side of the visual distracter was significant as a main factor [F(1,7)=5.697, p<.05, η²=0.03], with same side target–distracter pairs showing larger IEs than opposite side pairs (mean IEs: 659 ms and 637 ms).

The interaction between target side and congruency was significant [F(1,7)=6.73, p<.05, η²=0.051]. Post-hoc analysis revealed that the congruency effect was observed in the pre-training session, but only for stimuli delivered to the real hand (incongruent IE: 686 ms, congruent IE: 603 ms, mean CCE: 83 ms, p<.005), while visual distracters delivered to the robot hand fingers did not elicit a significant interference with tactile targets placed on the right arm of the subject (incongruent IE: 665 ms, congruent IE: 640 ms, mean CCE: 25 ms, p=14) (see Fig. 2). This finding is in agreement with our predictions and established that there was no link between the visual stimuli near the robot hand and the somatosensory stimuli on the arm before the training. Also the interaction between target side and relative distracter side was significant [F(1,7)=5.981, p<.01, η²=0.053]. Subsequent post-hoc analyses showed that visuo-tactile interference was larger for same-side pairs on the real hand, compared to opposite-side pairs (mean CCE: 155 ms and 11 ms; p<.05), thus replicating the typical pattern of spatial interference found in the crossmodal congruency paradigm (Spence, Pavan, & Driver, 2004; Spence et al., 2004). By contrast, no modulation by relative distracter side was observed on the side pertinent to the robot hand (mean CCE: 33 ms and 18 ms; p=.68). Thus, our data definitely pinpoint the existence of a crossmodal congruency effect on the real hand alone before training.

We then analyzed the modulations of the CCE on both real and robotic hands as a result of the training by running another 2 × 2 × 2 ANOVA, factoring time of measurement (pre-training, post-training), side of the tactile target stimulus (left, right), and relative side of the distracter with respect to the target (same, opposite). The main factor relative side of the distracter was significant [F(1,7)=20.631, p<.005, η²=0.17]. A visual distracter caused larger interference when it was delivered to the same side (mean CCE: 91 ms), as compared to the opposite side (mean CCE: 30 ms) of the tactile target.

More interestingly, the interaction between time of measurement and target side also reached significance level [F(1,7)=6.684, p<.05, η²=0.039]. Post-hoc comparisons revealed that before training, the crossmodal congruency effect was smaller on the right side of the body (i.e., the side of the robot hand) as compared to the left side (mean CCE: 25 ms and 83 ms; p<.01). After training, this difference was virtually zero (mean CCE: 67 ms and 66 ms; p=.98), due to a significant increase in the distracter interference between pre- and post-training on the right side (mean CCE: 25 ms and 67 ms; p<.05). Our results thus attest to an increased CCE measured on the robot hand side subsequently to the training (see Fig. 3). It is worth noting that in the post-training test, the distracter interference on the robot hand side had increased so dramatically that it did not differ from that found on the real hand, as measured either before (mean CCE: 67 ms and 83 ms; p=.34) or after the training, as noted above (see Fig. 3). Given the natural inter-individual variability in the crossmodal congruency effect, we also reasoned that additional evidence for the development of an embodiment of the robot hand should be found when analyzing the interference effect on a per-subject basis. To this aim, we decided to run a correlation analysis, across subjects, directly comparing individual CCE values on the real hand with those on the robot hand, before and after the training, respectively. In this logic, the eventual finding of a positive correlation in CCE between real and robot hand selectively in the post-training, on a per-subject basis, would strengthen our results. The two correlation analyses showed that, across subjects, the CCE values between the two hands were uncorrelated in the pre-training session (adjusted-R²=0.03, p=.31), while a significant, positive correlation in the CCE values between real and robot hand was observed in the post-training session (adjusted-R²=0.60, p<.05) (Fig. 4). Thus, the group-level findings of a comparable interference between real and robot hand in the post-training session are paralleled by a compatible pattern of results also when correlating real- and robot-hand interference on a per-subject basis.

Finally, the interaction between target side and relative distracter side was significant [F(1,7)=13.464, p<.01, η²=0.118], with left same-side target-distracter pairs eliciting the largest interference (mean CCE: 131 ms; all ps<.05). Since the target-by-distracter side interaction collapses pre- and post-training measures together, this result is likely driven by the fact that both pre- and post-training measures show larger interference for the real hand, in spite of the increased IE on the robot hand, which was observed only in the post-training. The three-way interaction between time of measurement, target side, and relative distracter side did not reach significance [F(1,7)=1.82, p=.21].

3.2. Experiment 2

In analogy to the analyses performed for Experiment 1, we first tested the occurrence of a crossmodal congruency effect by running a 2 × 2 × 2 ANOVA factoring side of the tactile target
stimulus (left, right), relative side of the visual distracter with respect to the target (same, opposite), and congruency between tactile and visual stimuli (congruent, incongruent).

We observed a significant main effect of congruency \( F(1,7) = 14.623, p < .01, \eta^2 = 0.14 \), with incongruent target–distracter pairs (mean IE: 664 ms) eliciting larger IEs than congruent pairs (mean IE: 611 ms). A significant effect was found for the interaction between target side and congruency \( F(1,7) = 5.633, p < .05, \eta^2 = 0.227 \). Post-hoc tests showed that the crossmodal congruency effect was larger when subjects received a tactile stimulation on the left side (i.e., on the real-hand) and the elevation of the concurrent distracter was congruent (mean CCE: 171 ms), as compared to all other experimental conditions (all ps < .01). Also the interaction between target side and relative distracter side was significant \( F(1,7) = 33.7, p < .005, \eta^2 = 0.89 \). Post-hoc analyses revealed that the occurrence of the distracter on the same side of the target, as compared to the opposite, impaired subjects’ performance when target stimuli were delivered to the left side (i.e., on the real hand) (mean CCE: 171 ms and –1 ms; \( p < .005 \)). However, this effect reversed when target stimuli were delivered to the right side (i.e., on the arm whose forepart was visually replaced by the robot hand), with same-side distracters eliciting a smaller CCE than opposite-side distracters (mean CCE: -10 ms and 76 ms; \( p < .005 \)). The most relevant finding arising from the analysis of the pre-training data is the empirical confirmation that a significant pre-training CCE was measured, also in Experiment 2, for the real hand only.

We then analyzed the effect of the training on the CCE by performing a \( 2 \times 2 \times 2 \) ANOVA, factoring time of measurement (pre-training, post-training), side of the tactile target stimulus (left, right), and relative side of the distracter with respect to the target (same, opposite). We found a significant main effect of target side \( F(1,7) = 9.107, p < .05, \eta^2 = 0.4041 \), with an overall larger crossmodal interference on the left, compared to the right side (mean CCE: 67 ms and 30 ms, respectively; see Fig. 3). The interaction between target side and relative distracter side was significant \( F(1,7) = 22.753, p < .005, \eta^2 = 0.351 \). Subsequent post-hoc tests revealed that, on the robot hand side, opposite-side distracters caused larger interference than same-side distracters (mean CCE: 64 ms and –11 ms, respectively; \( p < .05 \)), while on the real hand side we observed the reverse pattern, with same-side distracters interfering more with targets than opposite-side distracters (mean CCE: 96 ms and 0 ms; \( p < .005 \)).

Remarkably, and in striking contrast to Experiment 1, in Experiment 2 no significant effect involving the factor time of measurement was observed, neither as a main effect nor as an interaction (Fig. 5). This result fully confirms that a short motor training, immediately followed by a CCE testing session, does not lead to any change in the pattern of crossmodal effects on the side of the robot hand.

4. Discussion

The major aim of this study was to investigate whether a complex body extension, such as a functional robotic prosthesis of a limb, can be incorporated in the visuo-tactile crossmodal representation of the space near the body typical of real individual body parts (Farnè, Dematte and Lëdavas, 2005; Macaluso and Maravita, 2010). The existing literature on amputees has provided solid evidence that artificial limbs that provide realistic and congruent sensory feedback can be felt as part of one’s own body (Marasco et al., 2011). Upper limb amputees can experience the RHI after the simultaneous stroking of the stump and the fingers of their prostheses (Ehrsson et al. 2008), although it is not clear how the presence of a measurable RHI compares to the acquisition of a solid crossmodal representation of an artificial limb. In a recent study with limbed participants, the crossmodal congruency effect (CCE), a measure typically used to investigate interactions between tactile and visual stimuli in close proximity to the body, has been also used for studying modulations in the sense of ownership towards external body parts such as rubber hands (Zopf et al., 2010).

We hypothesized that an extensive and active training (but not a mere passive exposure) with a functional prosthetic limb by limbed participants would lead to the development of a crossmodal representation of the peri-limb visuo-tactile space, as assessed by means of the CCE, which is widely accepted as a reliable cognitive measure of crossmodal visuo-tactile interactions.
in peripersonal space. This was tested in normal individuals that participated either in a long (Experiment 1) or short (Experiment 2) training period using a robotic prosthetic hand for manipulating common-use objects and performing simple everyday-like actions. Behavioral performance in the CCE was measured in each of two separate sessions before and after the training period for both experiments.

In the pre-training session of Experiments 1 and 2 we observed a crossmodal congruency effect only for the real hand (i.e., when the target tactile stimulus was on the left). For the robotic hand (i.e., on the right side), however, no visuo-tactile congruency effect was measured before the training, neither in Experiment 1 nor in Experiment 2. This result was expected, if one considers that tactile stimulators were placed on the subjects’ right arm, a location spatially distant from the visual distracters placed on the foam cube held by the robotic hand. This result also ensures that, before the training, tactile stimuli delivered to the participants’ right arm were not referred at all to the position of the fingers of the robotic hand, i.e., where visual distracters were actually presented. The pre-training results of both Experiment 1 and Experiment 2 are then consistent with our hypothesis that the mere exposure to the robotic hand does not induce any change in the CCE. Consequently, any change in CCE eventually observed after the training could not be ascribed to a simple passive exposure process, which has been documented, for example, in a situation where a pair rubber gloves is placed in a bodily-congruent position during the crossmodal congruency task (Pavan et al. 2000). Rather, our data from the pre-training session demonstrate that the simple visual exposure to a robotic hand, even if placed in a fully body-compatible position, does not determine the crossmodal remapping of the right-arm position towards the robotic hand fingers’ positions.

Intriguingly, after the 4-week long training in Experiment 1, a significant visuo-tactile crossmodal interference emerged on the robotic hand side. The presence of a robust interference effect on the side of the robotic hand suggests that visual events close to the prosthesis had been included, as a result of training, in a crossmodal representation of the robot hand and its closer space, which matched the position of the tactile-stimulating electrodes on the right arm. This crossmodal remapping was achieved after an extensive practice, which likely established a strong link between the vision of the contact between manipulated objects and robot hand fingers and finger-specific sensory feedback on the right arm. In fact, this link has a precise spatial code, since the thumb was feedback through the lower stimulator on the arm, while the other fingers (critically including the index finger used in the CCE paradigm) were feedback through the upper stimulator. After the training, spatial positions of the robot hand fingers and thumb were linked with corresponding spatial positions on the right arm, as indicated by the robust crossmodal interference between visual and tactile events delivered to these spatial positions.

Remarkably, the amount of crossmodal interference is strikingly similar for the robot hand side post-training and the real hand side before training. Moreover, the correlation analyses on the CCE pre- and post-training show that a positive correlation between the real and the robot hand is found across subjects in the post-training session only (but not in the pre-training session). These latter findings further support the evidence that the robotic hand has acquired crossmodal properties similar to those shown by the real hand following the training.

However, it is worth pinpointing that not all subjects equally benefitted from the training. In fact, we anecdotally observed that at the single-subject level two participants showed larger IEs before the training than in the post-training session. This is reflected by the large between-subjects variability of the post-training measurement, as shown by the error bar in Fig. 3. Clarifying whether any specific individual difference might explain this variability is beyond the aims of this study and might thus require further investigation.

It should be noted that the crossmodal visuo-tactile interference effect observed on the right side after the training was not modulated by the relative position of visual distracters (we only observed a non-significant 6 ms difference between same and opposite-side distracters). Although the majority of CCE studies have documented a significant same-opposite difference in the incongruency effect, a lack of spatial modulations by the side of distracter has been previously reported in a version of the crossmodal congruency paradigm which required an identity
discrimination task (Holmes, Sanabria, Spence, & Calvert, 2006) and in a version of the task which used visual targets and tactile distracters (Walton & Spence, 2004).

In our study, the lack of statistically-significant evidence for a spatial modulation of the relative distracter side might be partly explained by the mechanisms on which the CCE itself relies. As agreed by several authors (Forster & Pavone, 2008; Shore et al., 2006; Spence, Pavani, & Driver, 2004; see also discussion in Marini et al., 2013), a major factor contributing to the visuo-tactile interference effect is probably a response-related competition (Eriksen & Eriksen, 1974; see also discussion in Spence, Pavani, & Driver, 2004). Incongruent distracters can involuntarily prime the activation of an erroneous response in the stimulus-response mapping, which will compete with the correct response primed by the relevant target stimulus. The resolution of this conflict between opposite response tendencies is time-consuming and thus leads to the typical slowing-down observed in incongruent, as compared to congruent, trials (i.e., the CCE). With regard to the results of the present experiment, response competition mechanisms might have developed during the training, leading to the interference observed in the post-training session for right-arm targets and driven by both right and left (i.e., opposite-side) visual distracters. Due to response conflict, also the response tendency driven by an incongruent left distracters might have started competing with a tactile target on the right arm as a result of the spatial remapping after training. This spatial remapping is probably not sufficiently fine-grained as it would be necessary for observing the previously found same-opposite modulation of the CCE. Critically, no CCE was observed at all in the pre-training session on the right side, thus proving that the position of the tactile stimuli on the right arm started being referred to the position of the hand fingers after the training. This remapping developed after a somatosensory feedback on the right arm had been repeatedly experienced, during the training, in close association with the observed movements of the robot hand fingers and the contact with manipulated objects. However the crossmodal remapping might still lack of the sensitivity needed for the differentiation of the relative side of the visual distracter, since both left-side and right-side distracters showed a similar interference with right-side tactile stimuli after training.

Experiment 1 showed that a significant CCE is measured on the robot hand side after a long training. This is in line with our prediction that the acquisition of a crossmodal representation for the prosthetic hand is reached after a long and extensive training. However, in the experimental design of Experiment 1 the post-training measurement of CCE was collected immediately after the last training session. Thus, the extended training is certainly sufficient, but possibly not necessary for the acquisition of a crossmodal representation for the prosthetic hand. In fact, we cannot completely rule out the possibility that the observed modulation of CCE was the result of a more transient and dynamic change in the crossmodal representation of peripersonal space merely induced by the last training session itself. In fact, without any testing along the 20 days of training, one might argue that even a single, brief practice session would have induced a similar visuo-tactile interference effect.

In order to test this possibility, in Experiment 2 we replicated the design of Experiment 1 with the sole exception that in Experiment 2 only one single training session was performed and the post-training CCE measurement was performed immediately after this training session.

In Experiment 2 no difference was observed in the visuo-tactile interference effect before and after the training. It is worth noting that this null result further strengthens evidence from Experiment 1, because it rules out the possibility that the results of Experiment 1 were due to a mere residual effect of the twentieth training session itself. Instead, our results suggest that the crossmodal representation of the robotic hand arises uniquely after a long (yet not after a short) training period. It is then likely that underlying processes that lead to the visuo-tactile remapping of peripersonal space occur in a sustained fashion along multiple exposure situations and thus differ in their cognitive nature from examples of embodiment of extracorporeal items, such as common tools (Cardinali, Brozzoli, and Farnè 2009; Maravita and Iriki, 2004; Farnè, Bonifazi & Lâdavos, 2005), alien limbs and rubber hands (Botvinick & Cohen, 1998; Spence et al., 2004).

While the RHI can be induced by means of a passive presentation of synchronous multimodal inputs, both tool- and prosesthesis-use require an active manipulation of some extra-corporeal objects. However, the robotic hand is a far more complex and unusual device than most common tools. In fact, it delivers a spatially-selective tactile feedback, which consists of a cutaneous sensation, which is very different from the deep tactile and proprioceptive feedback typically detected during a visuomotor activity related to common tool-use (Johnson-Frey, 2003). Since common tools, rubber hands and prostheses likely develop a crossmodal representation through different cognitive mechanisms, it is tempting to speculate that these mechanisms might also share some common neural substrate. Based on functional magnetic resonance imaging (fMRI) studies, common areas (anterior intraparietal sulcus and premotor cortex) have been identified that are both associated with the representation of visual stimuli in peripersonal space (Makin, Holmes & Zohary, 2007) and related to the ownership feeling of one’s own hand (Ehrsson, Spence & Passingham, 2004) and to the illusory ownership sensation for an alien rubber hand (Ehrsson, Holmes & Passingham, 2005; Ehrsson, Wiech, Weiskopf, Dolan & Passingham, 2007). Accordingly, these areas could be considered as common landmarks whose activation plays a critical role in the representation of body part position, the sense of ownership and the representation of peripersonal space (Lloyd, 2007; Makin, Holmes & Ehrsson, 2008).

The present results hold potentially relevant implications for amputee patients. The need for a sensory feeding-back prosthesis has been recently emphasized and its development is considered an impending need by experts across multiple disciplines (Micera, 2013). As demonstrated in targeted reinnervation studies, the use of fully functional and feeding-back prostheses dramatically increases the possibility that the prosthesis itself is felt as an integrated self-body part (Marasco et al., 2011). From a cognitive perspective, and complementary to this evidence, we showed that sensory input from a robotic hand, during hand-object interactions, gives rise to substantial crossmodal interactions between the skin locations where sensory stimuli from the robot hand are referred and visual stimuli delivered in the peripersonal space. In particular, the property of visual stimuli near the robot hand of giving rise to a spatially specific visuo-tactile interference can then be considered as a landmark of the integration of the robot hand within the participant’s body representation. This integration, in turn, could critically determine the efficacy of functional external prostheses as aids for individuals with missing limbs.
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